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trends and how they evolve. We are taking a
two-part approach: first structuring the
problem, then specifying the methods we will
use in our analysis. When we examined the
problem, we found many interrelated ques-
tions that beg for answers. To focus our ef-
fort on specific issues and to lend some struc-
ture to this inherently complex problem, we
built a questionnaire (for our own use) on a
hierarchy of the following questions:

� How do we watch software engineering
trends? 

� How do we predict software engineer-
ing trends? 

� How do we adapt to software engineer-
ing trends? 

� How do we affect software engineering
trends? 

For each question, we use a judicious com-
bination of three research methods—analyt-
ical, empirical, and experimental—or some
subset thereof:

� Analytical research lets us understand
the phenomena that underlie observed
behavior and build models that capture
these phenomena. 

� Empirical research makes no attempt to
understand cause-and-effect relation-
ships but merely to capture observed
behaviors by empirical laws. 

� Experimental research takes place after
analytical and empirical research to val-
idate the proposed models.

Breaking this into specific questions and
possible methodologies to address them has
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P
redicting the evolution of software engineering technology is, at best,
a dubious proposition. You need look no further than the quotes in
the sidebar “Technology Predictions That Missed the Mark” on page
124 to get a sense of how evasive technology trends can be. The re-

cent evolution of software technology is a prime example; it is affected by
many factors, which are themselves driven by a wide range of sources.

We are at the early, and tentative, stages of a project to analyze technology
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helped us better understand the problem.
We do not offer any concrete answers in this
article, only our insights and partial solu-
tions, and perhaps the impression that the
problem is not as intractable as it might
seem. Eventually, we hope to build an ex-
pert system supported by a neural network
that will help managers decide whether to
implement a certain technology for their
specific company. We formulated some of
our questions to identify the data points we
would need to collect to populate a neural
network; others would be the actual ques-
tions placed to the neural network.

Watching trends
The goal of watching software engineer-

ing trends means to determine what infor-
mation we must gather and maintain to
gain a comprehensive view of the discipline
and its evolution. This information must be
sufficiently rich to support discipline-wide
assessments and trend-specific analysis.

Watch research questions
We formulated these questions regarding

watching software engineering trends: 

� What is the relevant information that
we must collect or monitor?

� Where do we find this information, or
where do we infer it from? (Some infor-
mation might be protected by corporate
interests or classified by the government,
or might be unavailable altogether.) 

� How do we interpret this information? 
� How often do we need to update this in-

formation? (This depends on its critical-
ity, its variability over time, and the cost
of collecting it.)

Research approach
We identified a number of software engi-

neering-specific and technology-related indi-
cators, which we divided into seven categories:

� Classification standings includes sectors
of performance (distribution of activity
sectors) and economic data (gross do-
mestic product, population, and labor
force).

� Research and development includes re-
ports on science and technology activi-
ties (including intramural and extramu-
ral expenditures, with an emphasis on
software engineering).

� Science and technology output includes
patents (divided into national applica-
tions, resident applications, and nonres-
ident applications), publications and
awards, new products or processes in-
troduced, and amount of expenditures
on software engineering products.

� Human resources deals with the supply
side, the demand side, and plans for fu-
ture supply. The supply side tracks the
number of degrees granted in software
engineering related fields, the demand
side tracks job openings in software en-
gineering, and we monitor education
and training trends for future plans.

� Costs and funding monitors the sources
and recipients of R&D funding, federal
expenditures, and acts of alliance and
cooperation. 

� Standards and regulations deals with rel-
evant standards that are likely to affect
technology evolution (ISO 9001, IEEE
standards) and relevant regulations (Na-
tional Privacy Act).

� Best practices keeps track of software
engineering best practices and of rele-
vant aspects of the state of the art.

We are gathering this information from a
number of sources. The US National Sci-
ence Foundation maintains science and
technology indicators, and issues scientific
and technological activity reports.1 These
indicators support science and technology
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I think there is a world market for maybe five computers.—Thomas J.
Watson, IBM, 1943

Computers in the future may weigh no more than 1.5 tons.—Popular
Mechanics, 1949

I have traveled the length and breadth of this country, and talked with
the best people, and I can assure you that data processing is a fad that
won’t last out the year.—Business editor, Prentice Hall, 1957

There is no reason for any individual to have a computer in his home.
—Kenneth H. Olson, Digital Equipment Corp., 1977

640K ought to be enough for anybody.—Bill Gates, 1981

If the automobile followed the same development as the computer, a Rolls-
Royce would today cost $100, get a million miles per gallon, and explode
once a year killing everyone inside.—Robert Cringely

Technology Predictions That Missed the Mark
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policy. The World Bank maintains similar
data on a worldwide scale. The European
Union mandates regular surveys focused on
scientific and engineering innovations and
publishes the results in Community Innova-
tion Surveys.2–4 Other European initiatives
include the European Innovation Monitor-
ing Surveys5 and the House of Lords Science
and Technology Reports.6

Rebecca Zacks’ study7 provides a basis
for quantifying the economic impact of aca-
demic research by licensing income (reflect-
ing current income collected from past
patents) and current patents (representing
future income potential). Zacks uses these
metrics to rank the top 50 universities. 

Other sources have also influenced the
questionnaire, including various annual re-
ports; the Pocket Data Book (www.nsf.gov/
sbe/srs/nsf00328/pdf/nsf00328.pdf); Invest-
ment Risk Index (Frost and Sullivan Data
Series); the International Survey of Re-
sources Devoted to R&D; the Organisation
for Economic Co-Operation and Develop-
ment; the UN Statistics Office’s trade statis-
tics; the Elsevier Yearbook of World Elec-
tronics Data; the Harbison-Myers Human
Skills Index; the United Nations Educa-
tional, Scientific, and Cultural Organiza-
tion; and the US Bureau of Labor Statistics.

We have built a Web site (www.serc.net/
projects/TechWatch/techwatch.htm) to record
and update this information as needed.

Predicting trends
Predicting trends is probably the most im-

portant goal of this study. It is both the most
crucial, on which most other goals depend,
and the most difficult to achieve. We are fo-
cusing on identifying the generic life cycle
that trends follow (if indeed they do). We be-
lieve it goes through three cycles: research,
technology transfer, and marketing. So, to
study trends, we must consider three families
of trends related to these three cycles.

Research trends are driven by perceptions
of the state of the art and the state of the
practice, researcher perceptions of practi-
tioner needs, national funding programs that
rally around specific strategic goals, and
sheer technical interest (researchers flock to
areas that have meaningful technical chal-
lenge). Research trends are a favorite topic
of panel sessions8–11 and surveys.12,13

Technology trends are driven by the mat-

uration of applicable research ideas and the
successful evolution of an idea into a useful,
technologically viable product. Technology
trends are the subject of many columns in sci-
entific and professional publications.14–16 It
is also possible to infer technical trends from
technical conferences and vendor exhibits.

Market trends are created either by the
supply side (when a technologically viable
product becomes economically viable) or
the demand side (via the creation of new
markets or the expansion of existing mar-
kets). Trade publications such as the Wall
Street Journal and Information Week follow
market trends.

Predict research questions
Once we identify this life cycle, we can

then study questions such as

� What factors determine a trend’s success
or failure? 

� How early can such factors be assessed? 
� How early can the success or failure be

predicted? 
� Which success factors (if any) are con-

trollable? 
� What phases or transitions in the life cycle

lend themselves to external intervention?

Research approach
We have adopted three orthogonal research

approaches to predicting technology trends:
analytical, empirical, and experimental.

Using the analytical approach, we hy-
pothesize that a software engineering trend
proceeds through three phases—research,
technology transfer, and marketing—and
try to find models (existing models4,5 as well
as original models) for each one. We do not
think a trend progresses through these
phases sequentially, completing one phase
before starting the next. Rather, although
they start in sequence, the phases are likely
to be active concurrently. We are especially
interested to see what set of circumstances
trigger each phase (see Figure 1).

Using the empirical approach, we ob-
serve sample trends’ evolution over time,
record this evolution by means of time se-
ries, then try to derive general laws for how
these trends evolve. For example, if the
variables X, Y, and Z capture a trend’s evo-
lution and XH, YH, and ZH represent the
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history of each trend variable, then we can
write each variable as a function of the three
history variables:

X = FX(XH, YH, ZH)

The empirical approach derives functions
FX, FY, and FZ using econometrics methods,
mathematical curve-fitting methods, and
approximation methods. 

Using the experimental approach, we an-
alyze the history of past trends and try to
superimpose them on our proposed generic
life cycle. The purpose of this exercise is to
find some endorsement of our model (if the
sample trend agrees with the proposed
model structure) and to use the sample
trends to understand the sequential struc-
ture of each family of trends.

The “Related Research” sidebar lists oth-
ers’ work on predicting trends.

Adapting to trends
Many stakeholders—corporate man-

agers, financial planners, curriculum devel-
opers, government acquisition managers,
and funding agency officers, for example—
want to adapt their strategies to take ad-
vantage of evolving or emerging trends.
Their questions, although varied, revolve
around estimating the costs, risks, opportu-
nities, and benefits that are attached to
trends, and they want to quantify these fac-
tors to make the best decisions.

Adapt research questions
We considered the issue of adapting to a

software trend from a corporate perspective:
If a manager must make a decision on a given
trend, what does he or she need to know

about it? Several questions must be analyzed
and quantified to support their decisions.

� What are the stakes of this trend for the
organization? Does the trend affect the
corporate business operations in a
quantifiable way?

� What are the intrinsic technical merits of
this trend? This issue is easy to overlook:
the history of software engineering is re-
plete with examples of good ideas that
fail and incidental ideas that prosper. 

� How much does it cost to adapt to the
trend (upfront investment) and remain
aligned with it (episodic costs)?

� What are the adoption risks of this
trend? Is there internal (corporate) or
external (market) resistance to the
trend? Do the stakeholders (govern-
ment, industry, academia, and so on)
and the market support the trend?

� What are the adoption benefits of this
trend? Benefits might stem from adher-
ence to standards, access to markets,
potential sales, corporate reputation (as
an innovator), and so on.

� How long is the trend expected to have
an impact? How long does the episodic
benefit expect to accrue against the initial
investment cost and the episodic cost?

� What is the optimal time to decide
whether to adopt the trend? Generally,
the more you wait, the more you know
about the trend, but the more opportu-
nity you miss.

We have formulated these questions so
that we could quantify the answers to each
by modeling the adoption decision as a re-
turn-on-investment decision. Even without
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Related work on predicting software technology trends falls
into three categories, one for each family of trends. These rep-
resent the earliest sources of information used when we origi-
nally conceived this research project.  These books were di-
gested and synthesized into a rudimentary questionnaire that
we refined and expanded as we started our quest for data
points in earnest.

Research Trends
Everett Rogers discusses a lin-

ear, sequential life cycle for inno-
vations, ranging from research,
through development and com-
mercialization, to diffusion and
adoption.1 He stresses the events
that define transitions from each
evolutionary life-cycle phase to
the next, ranging from knowl-
edge, through persuasion and de-
cision, to implementation and
confirmation. Thomas Kuhn dis-
cusses a theory of scientific (r)evo-
lution, in which he hypothesizes
how ideas arise and evolve in scientific research, how ideas
compete for dominance, and what selection processes come
into play to promote one idea at the expense of others.2

Technology Trends
We distinguish between two kinds of studies: those that

deal with the general discipline of evolution, and those that
deal with the evolution of specific ideas or products. 

Nancy Levenson’s article deals with general evolution.3

Pearl Brereton and her colleagues extend the debate on the
future of software in two ways: by stepping back from a de-
tailed technological focus, and integrating the views of ex-
perts from a wide range of disciplines.4 These authors report
on the process they followed to sketch future research and
technological directions for their company, BT Labs, and dis-
cuss the influence that their work had on their corporate strat-
egy. Brian R. Gaines discusses his BRETAM (breakthrough,
replicator, empiricism, theory, automation, maturity) learning
model and uses it to forecast the evolution of information tech-
nology (see Figures A and B).5 However, this model does not
cover the market aspects that we discuss in this article.

Samuel Redwine Jr. and William Riddle’s article discusses
the evolution of specific trends.6 They report on experimental
investigations that attempt to recognize the life cycle of se-
lected technologies, emphasizing chronological aspects of
each phase. The life cycle they propose includes basic re-
search, concept formulation, development and extension, en-
hancement and exploration (internal, then external), and pop-
ularization. Sridhar Raghavan and Donald Chand propose an
alternative, less linear life cycle.7 They attempt to specialize
Roger’s framework of the diffusion of innovations to software.1

Geoffrey Moore’s work8 is an adequate model for capturing
technology trends.

Market Trends
Moore’s work on shareholder value appears to be an ade-

quate model for capturing market trends.9 Steve McConnell’s
work on the Gold Rush model10 gives further insights into mar-
ket trends. Redwine and Riddle’s work6 and Moore’s work8 also
give insight into market forces affecting software technology, al-
though they primarily center on technology aspects. We are in-
vestigating these models with respect to our model with the aim
of synthesizing them.
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accurate quantification, these questions are
useful because they provide a comprehen-
sive perspective on the adoption decision.

Research approach
We applied both an analytical and an

empirical approach to this problem from
the perspective of a corporate manager who
must make an adoption decision regarding a
rising technology.

The analytical approach views the adop-
tion decision as a ROI decision. We can
quantify this decision by considering the up-
front investment costs, periodic costs, peri-
odic benefits, and length of time that these
periodic costs and benefits are expected to
arise. Upfront investment costs include
adoption costs, training costs, paradigm
shifts costs, and so on. Periodic costs and
quantifiable benefits make up the option
balance sheet—adopting versus not adopt-
ing the technology. The decision of when to
make an adoption decision can itself be
modeled as a ROI decision by comparing
the option of deciding immediately versus at
a later date. 

The empirical approach makes no effort
to analyze or understand the precise eco-
nomics of technology adoption, but at-
tempts to derive relationships between rele-
vant technology parameters and the
outcome of an adoption decision. We sub-
mitted several examples (trend histories and
adoption outcomes) to a machine-learning
tool, and we let it discover relationships. The
machine-learning tool reported on past or
current trends, taken at various dates in the
past—for example, the costs and benefits of
adopting Ada as a company’s development
environment, assessed at years 1980, 1984,
1988, and 1992, and the costs and benefits
of developing software for the Macintosh
line of operating systems, assessed at years
1980, 1982, 1984, and 1986.

Affecting trends
We are interested in analyzing to what

extent it is possible to affect or control tech-
nology trends in a premeditated and pre-
planned way. Launching a national research
initiative in a strategic area qualifies as an
attempt to control technology trends. In-
venting a product (such as html) that, be-
cause of a special set of circumstances, rev-
olutionizes the field does not.

Affect research questions
We developed these questions:

� Is it possible to affect technology trends?
We want to identify controllable factors
that have an impact on a trend’s evolu-
tion and investigate what factors or com-
binations of factors can have an impact.

� Who can affect technology trends? Gov-
ernment organizations, standards or-
ganizations, industrial organizations,
academic institutions, and industrial
consortia are possible candidates.

� How can technology trends be affected?
Controlling funding for research and de-
velopment, affecting standards, using
market clout, affecting the supply side, af-
fecting the demand side, lifting technical
bottlenecks, and lifting legislative or regu-
latory bottlenecks are possible responses.

� At what phase of its evolutionary life cy-
cle can a technology trend be affected?
We are pursuing analytical means (based
on tentative life cycles) and empirical
means (based on empirical observations
of crucial junctures in the evolution of
past trends) to identify phases where a
trend is most likely to be affected by an
outside intervention.

� How can we quantify impact? If a fund-
ing agency invests some amount of re-
sources into a funding initiative, how
can it determine, postmortem, the bene-
fit that it has reaped from the invest-
ment? Better yet, how can it predict the
amount of benefit?

Research approach
We collected data that showed the suc-

cess or failure of government software engi-
neering research initiatives. The data we used
came from a variety of sources, including
governmental organizations and private and
public studies. We also looked at the contri-
bution of university-based research (where a
large number of government-sponsored pro-
grams are based) toward innovation in gen-
eral and industrial innovation in particular.

These success-or-failure measures included 

� Trivial research metrics, such as the
number of scientific publications in
journals and conferences. We also re-
lated these to other measures, such as

We are
interested in
analyzing to
what extent 
it is possible

to affect
or control
technology
trends in a

premeditated
and preplanned

way.
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the number of patents. For example, be-
tween 1985 and 1994, the number of
scientific and technical papers that were
cited in US patent applications rose
from 0.4 to 1.4; of those, about 75 per-
cent were written by public-sector re-
searchers in the US or abroad. This find-
ing might support the notion that US
funding bodies’ interest in applicable re-
search is increasing.

� The number of patents issued. 
� The volume of spin-off economic activ-

ity, measured by the number of spin-off
companies, their volume of business,
their employment figures, and so on.

� The less tangible, but no less important,
advancement of scientific knowledge,
which we can quantify by its long-term
technological and economic dividends.

Historical observations show that re-
search funding has a tangible impact on
technology evolution, which can be quanti-
fied in economic terms. In a recent study for
the NSF, CHI Research tracked more than
45,000 references from US patents to the
underlying research papers, tabulating both
the institutional and financial origins of the
cited work. It found that more than 70 per-
cent of the scientific papers cited on the
front page of US patents came from public
science—performed at universities, govern-
ment labs, and other public agencies. Fur-
thermore, they found that the papers that
are cited in patents come from mainstream
US science (from quite basic, relatively re-
cent, and highly influential journals) and are
authored at prestigious universities and lab-
oratories. Also, studies have shown that for
every two million US dollars in government
funding, 24 articles are written, one patent
is issued, and total faculty salary per institu-
tion increases by $304,030.17

O ur research questionnaire is nearing
completion, and the neural network
we are building from the data seems

to return adequate responses. This has al-
lowed us to derive candidate evolutionary
models (or model aspects) for the complex
evolution of software engineering trends,
without emphasizing an analytical explana-
tion of the models. It has also enabled us to
collect the necessary data to fill in the pa-

rameters of our candidate models and to test
them for adequacy. Although we are confi-
dent in our results, they represent a small
portion of the entire data set required. Much
like a research vessel about to hit an iceberg,
we are certain about what we can see but
not so sure about the mass of knowledge be-
low the surface.
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